Mathématiques PTSI 2025-2026

Programme de colles 07
Matrices et Analyse asymptotique

Quinzaine du 05 au 16 janvier

Calcul matriciel

1.

ANl

Définition d’une matrice, d’un vecteur ligne ou colonne. Addition de deux matrices et multiplication par un
scalaire.

Produit matriciel et compatibilité avec ’addition.
Définition des matrices carrées et de la matrice identité. Non-intégrité de ., (R).
Matrices diagonales, triangulaires supérieures et inférieures. Stabilité.

Définition de la puissance d’une matrice. Formule du binéme de Newton et égalité de Bernoulli lorsque les
matrices commutent.

Matrices inversibles. Théoréme admis : si une matrice est inversible a droite ou a gauche alors elle est inversible.
Inverse du produit.

Transposée d’'une matrice. Linéarité. Transposée d’un produit.

8. Matrices symétriques, antisymétriques, stabilité des ensembles.

9. Trace d’une matrice. Linéarité. Trace d’un produit.

10.
11.
12.
13.

Lien entre un systéme linéaire et une équation matricielle, version matricielle des opérations élémentaires.
Caractérisation de I'inverse d’une matrice en étant équivalente a I,,. Cas des matrices diagonales ou triangulaires.
Calcul de l'inverse d’une matrice.

Résolution de systémes linéaires par I’algorithme de Gauss. Cas de systémes a parametre.

Analyse asymptotique

1.

o

Négligeabilité : définition par la limite du quotient. Notation < ou o. Nouvelles croissances usuelles.

2. Propriétés algébriques des o : transitivité, somme, produit, absorption des constantes, inverse.
3.
4

. Deux équivalents ont méme nature (convergence ou divergence), méme limite (lorsqu’elle existe) et méme signe

Equivalence : définition par la limite du quotient. Lien avec o.

(lorsqu'il est fixe).

Théoreme d’encadrement des équivalents.

6. Opérations algébriques sur les équivalents : produit, élévation a une puissance fixe, passage a l'inverse notam-

ment, passage a la valeur absolue. Changement de variables. Equivalents usuels.
Anti-proposition : interdit de sommer, de composer les équivalents, d’écrire équivalent a 0.

7. Développements limités en 0, en x. Unicité, troncature. Cas des fonctions paires ou impaires en 0.
8. DL et continuité/dérivabilité. Toute fonction €™ admet un DL d’ordre n.

9. DL usuels : e, cos, sin, tan (a l'ordre 5), ch, sh, arctan, (14 )%, -2, —— In(1+z), In (1 — ).

10.
11.
12.
13.

Y l-x? 1-x?

Somme, produit, composée et quotient de DL.
Primitivation des développements limités. Théoréeme de Taylor-Young.
Application : recherche de limites, d’asymptote, de tangente, position par rapport & la tangente au voisinage.

Rapide complément sur la domination.
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Questions de cours

On demandera & chaque étudiant de réciter un développement usuel (€%, ch(z), sh(z), cos(z), sin(z), tan(x), In (1 + z),

In(1-=x), =, 14%27 (1 + z)“, arctan(z)) & un ordre autour de 4 ou 5 puis une question de cours et une démonstration.
1. Donner la caractérisation de I'inversibilité d’une matrice.

Enoncer la formule de Bernoulli et du binéme de Newton pour deux matrices.

Enoncer la proposition donnant I’inverse du produit.

Enoncer la propriété donnant la transposée du produit.

Définir une matrice symétrique/antisymétrique.

Enoncer les opérations élémentaires.

A Tlaide des opérations élémentaires donner la caractérisation de I'inversibilité d’une matrice.

Enoncer la proposition reliant 1’équivalence et la négligeabilité entre deux fonctions (Prop I1.3).

© ® N o wN

Si deux fonctions sont équivalentes, que dire de leur comportement asymptotique ? (Prop 11.4)

,_.
e

Enumérer les opérations qu’il est possible de faire sur les équivalents et celles que 'on sait fausses en général.

—_
—_

. Enoncer le théoréeme d’encadrement des équivalents.

—_
[\

. Donner une condition nécessaire a l'existence d’un développement limité a ’ordre n. Préciser le cas n = 0 et
n=1.

13. Enoncer 'unicité du développement limité.
14. Enoncer la propriété permettant de primitiver un développement limité.

15. Enoncer la formule de Taylor-Young.
Démonstrations de cours

2
1. Calculer les puissances de la matrice B = 0
1

OO =
& O -

2. Calculer le développement limité & I'ordre 3 en =1 de f : x — cos (In(x)).

3. Sachant que f(z) = In (ch(z)) .

z~ sh(x)
2

- % + o0 (2*), déterminer le développement limité de g(z) = ch(z) "

x:O
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[ Les réponses du cours

. Soient n € N* et A € 4, (K). Les assertions suivantes sont équivalentes :

(a) A est inversible
(b) 3B € M, (K), AB =1,
(¢) 3B € A, (K), BA=1,

De plus dans chacun des cas, B = A~

. Soient n € N*, m € Net (A, B) € 4, (K)Z. On suppose que A et B commutent i.e. AB = BA alors,

(a) (A+B)™ = i (Z‘) AFBm=k,

k=0
m—1
(b) Sim #0, A™ — B™ = (A — B) Z Ak gm—1-k
k=0

Soient n € N* et (A, B) € .4, (K)*. Si A et B sont inversibles alors AB est inversible et
(AB) ' =B'4™",

Soient (n,r,p) € (N*)*, A € M, (K), B € My, (K). Alors (AB) = 'B*A.

5. Soient n € N* et M € 4, (K).

10.

o La matrice M est symétrique M € .7, (K) si et seulement si ‘M = M.
 La matrice M est antisymétrique M € 7, (K) si et seulement si ‘M = —M.
Soit n € N*. Pour tout (i, ) € [1;n]?, i # j, les trois opérations élémentaires pour les lignes sont
o La permutation de deux lignes : L; <+ L;.
e La dilatation d’une ligne : pour tout A € K* non nul, L; < A\ L;.
o La transvection : pour tout A € K, L; < L; + A L;.
Soient n € N* et A € 4, (K). On a

A € GL,, (K) & A~ T, & A
Soient a € R, I un voisinage de a, f et g € .Z (I,K). Alors

f(@) ~ gx) <  fl@) = g(x)+o(g(r)).

r—a r—a

. Soient a € R, I un voisinage de a, f et g € .7 (I,K).

(a) Si f(x) ~ g(z) alors f et g ont le méme comportement en a : si f converge, g aussi et si f diverge, g
Tr—a
aussi. De plus dans tous les cas f et g ont le méme signe au voisinage de a.

(b) Soit £ € R*. On a
lim f(x)=¢ &= flz) ~ £

r—a z—a
Sur les équivalents, il est possible de
o multiplier,
o d’élever a la puissance (éventuellement négative et donc de passer a l'inverse),
e de passer a la valeur absolue,
o de faire un changement de variable.
Il est cependant interdit
e de sommer des équivalents,
¢ de composer des équivalents par une fonction,

o d’écrire équivalent a 0.
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11. Soient a € R, I un voisinage de a et (f,g,h) € F (I,R)3 tels que

Veel,  f(z) <gle) <hlx) et f(@) ~ h().

Alors, par le théoréme d’encadrement des équivalents,

12. Soient I un voisinage de 0 et f € .7 (I,K).
(a) f est continue en 0 si et seulement si f admet un développement limité & lordre 0 en 0. Dans ce cas
f(z) (0) +o(1).
(b) f est dérivable en 0 si et seulement si f admet un développement limité & l'ordre 1 en 0. Dans ce case,
f(@) =, 7(0)+ '(0)z +o(x).
(c) SI f est €™ ALORS f admet un développement limité & l'ordre n.
13. Soient n € N, (ao,...,a,) € K" et (by,...,b,) € K" tels que

ziO f

k ny __ k n
kz_oaka: +o(z )z:mkz_obkx +o(am).

Alors, pour tout k € [0; n], ar = by.

14. Soient I un voisinage de 0 et f € .# (I,K). Soit n € N. On suppose que f admet un développement limité a
l’ordre n en 0 donné par

f(x) o Z apz® + o (2", (@) peqo;n) € K+,
k=0

Soit F' une primitive de f sur I alors F' admet un développement limité a 'ordre n + 1 en 0 donné par

n
$k+1

F(x) szF(O)+Zakk+1
k=0

+o0 (m"'H) .

15. Soit @ € R, I un voisinage de a et f € # (I,K). Si f est de classe €™ en a alors f admet un développement
limité a 'ordre n en a donné par

fa) = 3 et o - an).
k=0

Démonstrations de cours

1 1 2
Calculons les puissancesde B=( 0 1 0
0 0 1
01 2
Démonstration. Posons N=[ 0 0 0 |. On observe que
0 0 O
01 2 01 2 0 0 0
N*=([0 0 0[O 0O O0O)=[00 0])=0;s
0 0 0 0 0 0 0 0 0
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Des lors, pour tout n > 2, N® = Os. De plus B = I3 + N et les matrices I3 et N commutent. Deés lors, par la
formule du binéme de Newton, pour tout n > 1,

B" = (I3 + N)"

n e
(k> Nk]3 k
0
T\ Ark
(i)~
0

>N0+<T>N+Og car n > 1 et pour tout k > 2, N¥ = Os

I
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2n
0
1

+
1
0
0

o = 3

On observe que la formule reste vraie si n = 0. Conclusion,

1 n 2n
YneN, B"=[0 1 o
0 0 1
]
Calculons le développement limité & 'ordre 3 en z =1 de f : z — cos (In(x)). ]
Démonstration. Posons h=x —1ie x =1+ h. Alors,
f(@) = cos (In(z))
=cos (In (14 h))
2 h3 3
o €08 <h—?+§—|—o(h ))

Posons u(h) = h — "2—2 + %3 + 0 (h*) — 0. Alors,

h—0
e ON a
h? k3 )( h? k3 )
2 _ _ = ” 3 _ = w 3
u(h) hio(h 53 +o(R%)) (A 5+ 3 + 0 (h?)
3
=, 5 Fo(h)
—%3 +o (h3
+o (h?
= h*—h*+o(h?).
h—0

o De plus, u(h) ~ h donc par élévation a la puissance, u(h3) ~ h3i.e.
h—0 h—0

u(h)? = h*+o(h?).

h—
o Enfin,
3y _ 3 31y 3
o (u(h)?) h:OO(h + o (h%)) h:OO(h ).
Or cos (u) uiol—“;—l—o(u:}).Ainsi,
K2R3 ;
f(z)h:ml_?‘F?—FO(h)
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Conclusion,

fl@) = 1 (x_;) + (x_;) +o((@-1)).

Sachant que f(z) = In (ch(z)) =, 9”2—2 = ”1”—; + o (z*), déterminer le développement limité de g(z) = zﬁgig a lordre
z—
3en 0.

Démonstration. La fonction ¢ est définie et méme €3 sur R en tant que quotient de fonctions qui le sont et dont
le dénominateur ne s’annule pas sur R (car pour tout € R, ch(x) > 1). Donc par le théoréme de Taylor-Young, la
fonction g admet un développement limité a 'ordre 3 en 0 : il existe (ag, a1, az,a3) € R?* tel que

_ 2 3 3
g() Jcgoao‘5‘(11!15-1-(12:10 + asx —l—o(m )

De plus, on observe que f est une primitive de g sur R. Dés lors, par le théoréeme de primitivation du développement
limité,

— 41 2 G2 3 43 4 4
f(z) z:of(0)+a0x+ 5 % + T + T +o(a*).
Or f(0) = In(ch(0)) = In(1) = 0 et par hypotheése f(xr) = In(ch(x)) = %2 - % + 0 (2*). Donc par unicité du
z—

développement limité,

ag = 0 , . el z
a _ 1 ap = az = 0 (cohérent avec I'imparité de g)
2 "2 —
%2 -0 = a; =1 )
as 1 az = -3
4 12
Conclusion,
3
z 3
= r——+tolx




